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#### Abstract

We obtain computable upper bounds for any given Mayer graph with $n$ root-points (or $n$-graph). These are products of integrals of the type $\left(\int\left|f_{L}\right|^{z_{i} y_{i}-1} d \mathbf{x}\right)^{y_{i}}$, where the $z_{i L}$ and $y_{i}$ are nonnegative real numbers whose sum over $i$ is equal to 1 . As a particular case, we obtain the canonical bounds (sec their definition in Section 2.2): $$
\left|\int \prod_{L} f_{L}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) d \mathbf{x}_{n+1} \cdots d \mathbf{x}_{n+k}\right| \leqslant \prod_{L}\left(\int\left|f_{L}\right|^{\alpha_{L}} d \mathbf{x}\right)^{\alpha_{L}-1}
$$ where the $\alpha_{L}$ 's satisfy the condition $\alpha_{L} \geqslant 1$ for any $L$, and $\sum_{L} \alpha_{L}^{-1}=k$ ( $k$ is the number of variables that are integrated over). These bounds are finite for all $n$-graphs of neutral systems. We obtain also finite bounds for all irreducible $n$-graphs of polar systems, and for certain $n$-graphs occurring in the theory of ionized systems. Finally, we give a sufficient condition for an arbitrary $n$-graph to be finite.
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## 1. INTRODUCTION

In preceding articles, ${ }^{(1-3)}$ we have developed a new estimation method for $n$-graphs. An $n$-graph is a multiple integral whose integrand is a product of 2 -body functions, as given by Eq. (2.1) below. $n$-graphs arise when one studies, by perturbation or variation theoretic techniques, thermodynamic and transport properties of classical and quantum systems, ${ }^{(4,5)}$ amplitudes of scattering processes, ${ }^{(6)}$ energy levels of atoms and molecules, ${ }^{(7)}$ interatomic and intermolecular potentials, ${ }^{(7)}$ etc. For example, the equation of

[^0]state of a gas of classical particles interacting via a two-body interaction potential is ${ }^{(4)}$
\[

$$
\begin{equation*}
P=\rho k T\left(1-\sum_{k=1}^{\infty} \frac{k}{k+1} \beta_{k} \rho^{k}\right) \tag{1.1}
\end{equation*}
$$

\]

where $\rho$ and $T$ denote, respectively, the density and the temperature of the system, and $k!\beta_{k}$ is the sum over all irreducible 1 -graphs with $k$ fieldpoints.

Our estimation method enables us to obtain upper bounds, for any given $n$-graph $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$, by means of the values of certain suitably chosen subgraphs of $\Gamma$. In this article, we make use of spanning $n$-trees as subgraphs. A spanning $n$-tree of $\Gamma$ is an $n$-graph which contains all the field-points of $\Gamma$ and which is made of $n$ disjoint trees, each tree having one and only one root-point. (See for example Fig. 4b, where some 2 -trees are drawn.) The use of spanning $n$-trees as subgraphs enables us to obtain very simple explicitly computable upper bounds. These bounds are independent of the coordinates $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$.

In this article, we investigate the possibility of obtaining finite bounds for $n$-graphs that occur in statistical mechanics. We concentrate particularly on $n$-graphs of polar and ionized systems, because the bounds that are obtained by applying the theorem of the means (i.e., $\left|\int \operatorname{fg} d x\right| \leqslant$ $\sup |f| \int|g| d x$ ), according to the procedure of Riddell and Uhlenbeck ${ }^{(8)}$ and Groeneveld, ${ }^{(9)}$ are infinite for these systems. Bounds of this type will be called mean-value bounds, in the sequel. The possibility of obtaining finite bounds for $n$-graphs that occur in quantum field theory and in quantum chemistry will be investigated elsewhere. Some possible uses for our bounds have been proposed and described briefly in Refs. 1-3. A more detailed study of this point will be done in subsequent articles, when we investigate the relative accuracy of our bounds.

In Section 2, we recall briefly the definition and the graphical representation of an $n$-graph, and the results of our estimation method which are needed in this article. In Section 3, we first show that it is possible to cover any $n$-rooted graph by means of spanning $n$-trees. (A set of subgraphs $\gamma_{i}$ of $\Gamma$ covers $\Gamma$ if $\bigcup_{i} \gamma_{i}=\Gamma$; cf. Ref. 2.) From this result, we deduce a procedure for constructing upper bounds of the type $\Pi_{L}\left\|f_{L}\right\|_{\alpha_{L}}$ for any given $n$-graph, with $\|f\|_{\alpha}=\left(\int|f|^{\alpha} d \mathbf{x}\right)^{\alpha^{-1}}$ for $\alpha$ finite, and $\|f\|_{\infty}=$ sup $|f|$. Then, we illustrate this procedure with an example, and apply it also to estimate the complete 1 -graphs with $m$ points, for any $m$. This is useful to have an idea about the accuracy of our estimation method, for arbitrary $n$-graphs. Finally, we show that a sufficient condition for an $n$-graph to be finite is that a certain linear programming problem (i.e., a system of linear equations with linear constraints) associated to the $n$-graph has a feasible
solution. This program incorporates the topological structure of the graph through the set of linear equations, and the shape of the functions $f_{L}$ through the linear constraints. It is possible to express the sufficient condition in this very simple form because the functions encountered in statistical thermodynamics are of a very special type, which allows us to characterize their shape by a single number $p$.

## 2. GENERALITIES

### 2.1. Definition and Graphical Representation of $n$-Graphs

An $n$-graph is a multiple integral of the following type:

$$
\begin{equation*}
\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)=\int_{\Lambda^{k}} \prod_{L \in \mathfrak{E} \Gamma} f_{L}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) d \mathbf{x}_{n+1} \cdots d \mathbf{x}_{n+k} \tag{2.1}
\end{equation*}
$$

where the symbols have been defined precisely in Refs. 2 and 3. We recall briefly their definitions. $\Gamma$ is a graph with $n$ root-points, or an $n$-rooted graph, ${ }^{2} k$ field-points, and $l$ lines $L$ joining the pair $i, j$ of points. The set of lines of $\Gamma$ is denoted by $\mathcal{L} \Gamma$. In (2.1), the product runs over all lines of $\mathcal{L} \Gamma$, and the integration runs over the $k$ field-points varying in the domain $\Lambda$. When the domain is infinite, $\Lambda$ is very often omitted in (2.1). $\mathbf{x}_{i}$ represents the coordinates required to fix the spatial location $\mathbf{r}_{i}$ and, eventually, the orientation $\omega_{i}$ of particle $i$. The functions $f_{L}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ are pairwise invariant (i.e., they are invariant by any translation and rotation of the system composed of the two particles as a whole), and can be all different. The various possible forms they can take in equilibrium statistical mechanical problems are described in detail in Ref. 3, Section 2.4, and in Section 3.5 below.

We restrict ourselves to connected $n$-graphs (i.e., every two points are joined by a chain), since it is known that any $n$-graph can be factorized into a product of connected $m$-graphs with $m \leqslant n$ (see, e.g., Ref. 3, paragraph 3.1.1). Note, however, that we do not assume that $\Gamma$ is irreducible (i.e., no field-point is an articulation point) since $\Lambda$ may be finite. Indeed, an $n$-graph can be factorized into a product of irreducible $m$-graphs with $m \leqslant n$ only if $\Lambda$ is infinite.

For our upper bounds, the domain is taken to be infinite. This assumption has the drawback of not allowing us to study all the $n$-graphs of

[^1]polar systems and of the primitive model of ionic solutions. ${ }^{3}$ Indeed, for these systems, certain $n$-graphs may not be defined in an infinite domain, as their lines decay like $r^{-3}$ and $r^{-1}$, respectively, at large distances. Therefore, upper bounds are not defined either. On the other hand, this assumption allows us to simplify any $n$-tree $T\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$, which occurs in the upper bounds, into a product of constant factors (Ref. 3, Corollary 3.11):
\[

$$
\begin{equation*}
T\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)=\prod_{L \in \mathfrak{L} T} \int_{\Lambda_{\infty}} f_{L}(\mathbf{x}) d \mathbf{x} \tag{2.2}
\end{equation*}
$$

\]

where $\Lambda_{\infty}$ means that the domain is infinite.
In our examples of application, we restrict ourselves to $n$-graphs whose functions (or lines) $f_{L}$ are powers of a function $f(r)$, namely,

$$
\begin{equation*}
f_{L}(r)=[f(r)]^{\alpha_{L}}, \quad \alpha_{L} \text { real positive } \tag{2.3}
\end{equation*}
$$

An $n$-graph $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ is represented by the graph $\Gamma$ with the weight $\alpha_{L}$ written near the line $L$ (however, $\alpha_{L}$ is omitted if it is equal to 1 ).

### 2.2. Description of our Upper Bounds

Our estimation method gives the following upper bounds ${ }^{(1-3)}$ :

$$
\begin{equation*}
\left|\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)\right| \leqslant \prod_{i=1}^{c}\left[\int_{\Lambda^{k}} \prod_{L \in \mathfrak{E} y_{i}}\left|f_{L}\right|^{z_{i} y_{i}^{-1}} d \mathbf{x}_{n+1} \cdots d \mathbf{x}_{n+k}\right]^{y_{i}} \tag{2.4}
\end{equation*}
$$

where the $\gamma_{i}$ 's are a set of $c$ line-subgraphs of $\Gamma$, which are assumed to make a covering of $\Gamma$ (i.e., their union is equal to $\Gamma$ ). $c$ is the number of these line-subgraphs. Furthermore, the $z_{i L}$ and $y_{i}$ are nonnegative real numbers whose sum over $i$ is unity:

$$
\begin{gather*}
\sum_{i=1}^{c} z_{i L}=1 \quad \forall L \in \varrho \Gamma  \tag{2.5a}\\
z_{i L} \geqslant 0 \quad \text { if } \quad L \in \varrho \gamma_{i}  \tag{2.5b}\\
z_{i L}=0 \quad \text { if } \quad L \notin \varrho \gamma_{i}  \tag{2.5c}\\
\sum_{i=1}^{c} y_{i}=1  \tag{2.6a}\\
y_{i} \geqslant 0 \tag{2.6~b}
\end{gather*}
$$

With the particular choice $y_{i}=c^{-1}$, we associate, to each covering of $\Gamma$ a unique upper bound, which we call the canonical bound (associated with the

[^2]covering). One then has
\[

$$
\begin{equation*}
z_{i L} y_{i}^{-1}=\alpha_{L} \geqslant 1 \tag{2.7}
\end{equation*}
$$

\]

$\alpha_{L}$ is equal to $c X_{L}^{-1}$, where $X_{L}$ denotes the number of subgraphs $\gamma_{i}$ which contain the line $L$.

## 3. MAJORIZATION OF ARBITRARY $n$-GRAPHS BY MEANS OF SPANNING $n$-TREES

Throughout this chapter, $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ can be any connected $n$ graph. The subgraphs $\gamma_{i}$ of $\Gamma$, which are used to obtain estimates of $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$, are considered as fixed parameters, unless stated otherwise.

### 3.1. Covering of the $n$-Graph $\Gamma$ by Means of Spanning $n$-Trees

In Section 2.2, a set of upper bounds for $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ was associated by our estimation method to each covering of $\Gamma$ by a set of $c$ line-subgraphs $\gamma_{i}$. For these bounds to be useful, the $\gamma_{i}$ must be chosen so that all the $n$-graphs in the right-hand side of (2.4) can be simplified into a product of easily computable factors. The simplest $n$-graphs in this respect are $n$-trees, because they can be simplified into a product of simple integrals [see Eq. (2.2)]. It is possible to bound any $n$-graph by means of $n$-trees because of the following:

Lemma 3.1. Any connected $n$-rooted graph can be covered by a set of spanning $n$-rooted trees.

Proof. We first cover the graph $\Gamma$ by a set of spanning trees, and then cover each tree by a set of spanning $n$-rooted trees.

The first part of the proof is a straightforward consequence of the usual construction of a spanning tree in a connected graph ${ }^{(11,12)}$ :
(i) Label all points.
(ii) Assign to each point $i$ a weight $w_{i}$ defined as the number of lines in the shortest path joining point $i$ to point 1 .
(iii) Delete all the lines joining two points of equal weight.
(iv) Delete all the lines joining points of weights $w_{i}$ and $w_{i}-1$, except the one for which the label on the point of weight $w_{i}-1$ is least.
These steps are illustrated in Fig. 1.
The important point to notice here is that this construction gives a tree which contains all lines incident at point 1 . Therefore if we perform the same construction by starting successively from point $2,3, \ldots, n+k$ in-
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Fig. 1. Construction of a spanning tree out of a given graph. In (a), a label (number not in parentheses) and a weight (number in parentheses) are assigned to each point, according to steps (i) and (ii). (b) and (c) are obtained by applying steps (iii) and (iv).
stead of point 1 , we obtain a set of spanning trees which contains all the lines of $\Gamma$, and thus form a covering of $\Gamma$.

Let us now show how to cover any spanning tree $T$ of $\Gamma$ by means of spanning $n$-trees of $T$ (and thus of $\Gamma$ ). The first point is to find an algorithm which enables one to construct a spanning $n$-tree of $T$.

First of all, we must delete $(n-1)$ lines of $T$, because $T$ has $n+k-1$ lines, whereas a spanning $n$-tree has $k$ lines. But it is also clear (see Fig. 2c) that one cannot delete lines in any manner. Indeed, if we want to obtain finite upper bounds, each field-point of the reduced $n$-rooted graph must be linked to at least one root-point.

We are going to show that the following algorithm satisfies the preceding condition:
(i) Choose a root-point, say 1.
(ii) For each root-point $i$, delete from $T$ the line $L_{i}$ incident at $i$ which belongs to the chain joining $i$ to 1 .

This construction is illustrated in Fig. 2. Our algorithm is well defined because, as $T$ is a tree, there is a unique chain joining any pair of points. ${ }^{(13)}$
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Fig. 2. Construction of a spanning $n$-tree out of a tree. (b) has been obtained from (a) by means of the algorithm of Lemma 3.1. (c) gives an incorrect way to delete lines, which would give rise to an infinite upper bound.

In particular, there is a unique chain $C_{i}$ joining the root-point $i$ to 1 , and thus the line $L_{i}$ is uniquely defined, too.

Now, to prove that we obtain an $n$-rooted tree by our procedure, we have to check that each field-point is linked by a chain of field-points to one and only one root-point. Let us first note that the graph $\tau$ obtained by deleting the $(n-1)$ lines $L_{i}$ has no cycle, because $T$ is a tree. ${ }^{(13)}$ Therefore the number of components of $\tau$ is equal to its number of points minus its number of lines, ${ }^{(14)}$ i.e., $(n+k)-k=n$. On the other hand, the $n$ rootpoints of $\tau$ belong necessarily to different components. For, as we already noticed, any two root-points $i$ and $j$ are linked in $T$ by a unique chain $C_{i j}$. As $i$ and $j$ are known to be linked already to the point 1 , by means of chains $C_{i}$ and $C_{j}, C_{i j}$ is necessarily contained in $C_{i} \cup C_{j}$. Therefore, after having deleted the lines $L_{i}$ and $L_{j}$, the root-points $i$ and $j$ cannot be linked any more by a chain.

Indeed, either one of the root-points $i$ or $j$ lies on the chain linking the other root-point to 1 , or it does not. If it does, let us assume that $j$ lies on $C_{i}$. Then, the deletion of $L_{i}$ disconnects root-point $i$ from all other points of $C_{i}$, and in particular from root-point $j$. If it does not, then $L_{j}$ does not belong to $C_{i}$ (otherwise, both end points of $L_{j}$ would lie on $C_{i}$, and in particular root-point $j$ ) and thus $L_{j}$ belongs to $C_{i j}=C_{i} \cup C_{j}-C_{i} \cap C_{j}$. This is illustrated in Fig. 3. Finally, the deletion of both lines $L_{i}$ and $L_{j}$ ensures that, in both cases, the root-points $i$ and $j$ become disconnected.

In short, we have seen that $\tau$ has exactly $n$ components, and that none of these components contains more than one root-point. But, as there are $n$


Fig. 3. The only two possible configurations for a given pair of root-points, in a tree ( $k$ can be identical to point 1). When applying the algorithm of Lemma 3.1, we delete both lines $L_{i}$ and $L_{j}$, so that in both cases, $i$ and $j$ become disconnected.
root-points, this implies that each component of $\tau$ contains exactly one root-point. Therefore, $\tau$ is an $n$-tree.

Now, the important property of the $n$-tree that we have constructed is that it contains all lines incident at root-point 1 . This implies that, if we perform the same construction by choosing successively each of the rootpoints of $T$, instead of point 1 , we obtain a set of $n$-trees which contain all the lines of $T$, and thus form a covering of $T$.

In the case where we want to estimate a 1 -graph, the preceding construction reduces to its first step because spanning trees are also spanning 2-trees.

It is useful, for the following, to reformulate Lemma 3.1 in the language of linear programming theory. ${ }^{(15)}$ In this language, Lemma 3.1 says that there exists at least one set of real positive numbers $z_{i L}$ which satisfy the linear constraints (2.5), if the $\gamma_{i}$ 's are chosen to be all the possible spanning $n$-trees of $\Gamma$. Note that, in Section 2.2 , the situation was completely different, because the constraints (2.5) were assumed to be satisfied, insofar as the $\gamma_{i}$ 's were assumed to make a covering of $\Gamma$.

### 3.2. Upper Bounds for $\Gamma\left(x_{1}, \ldots, x_{n} ; \Lambda\right)$

Now that we have proved that any $n$-graph $\Gamma$ can be covered by a set of spanning $n$-trees of $\Gamma$, upper bounds are immediately deduced by combining this result with Eqs. (2.2) and (2.4) above. This gives the following theorem:

Theorem 3.2. Let $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ be any $n$-graph, and $T_{1}, \ldots, T_{c}$ be a covering of $\Gamma$ made of $c$ spanning $n$-rooted trees. One has the infinite set of upper bounds

$$
\begin{equation*}
\left|\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)\right| \leqslant \prod_{i=1}^{c} \prod_{L \in \mathfrak{E} T_{i}}\left(\int\left|f_{L}\right|^{z_{i} y_{i}^{-1}} d \mathbf{x}\right)^{y_{i}} \tag{3.1}
\end{equation*}
$$

where the $z_{i L}$ 's and $y_{i}$ 's are nonnegative real numbers constrained only to satisfy conditions (2.5) and (2.6).

Corollary 3.3. The canonical upper bound associated to the covering $T_{1}, \ldots, T_{c}$ is written as

$$
\begin{equation*}
\left|\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)\right| \leqslant \prod_{L \in \varrho \Gamma}\left(\int\left|f_{L}\right|^{\alpha_{L}} d \mathbf{x}\right)^{\alpha_{L}^{-1}} \tag{3.2}
\end{equation*}
$$

where $\alpha_{L}$ is equal to $c$ divided by the number of $n$-trees $T_{i}$ which contain the line $L$. Moreover, one has

$$
\begin{equation*}
\alpha_{L} \geqslant 1 \quad \text { for any } L \tag{3.3}
\end{equation*}
$$

with at least one $\alpha_{L}$ strictly larger than 1 if $\Gamma$ is not reduced to an $n$-rooted tree.

Proof. This is an immediate consequence of (3.1) and of Corollary 4.3 given in Ref. 3 [see also (2.7)]. Note that one has the relation

$$
\begin{equation*}
\sum_{L \in \mathbb{L}} \alpha_{L}^{-1}=k \tag{3.4}
\end{equation*}
$$

where $k$ denotes the number of field-points of $\Gamma$. This is a consequence of the definition of the $\alpha_{L}$ 's, combined with the fact that the total number of lines, in the covering, is equal to $c k$. Equation (3.4) gives a useful way to check results, in practical calculations.

For the upper bounds (3.2) to be finite, it is necessary that all the $f_{L}$ 's decay to zero at large distances (at least, if pathological forms are excluded), because the $\alpha_{L}$ 's are finite numbers. Therefore, if some $f_{L}$ 's do not decay to zero, we have first to get rid of these by making use of the mean value estimation method ${ }^{(8,9,3)}$ before applying (3.2). Equivalently, we can get rid of these $f_{L}$ 's directly from (3.2), provided the corresponding $\alpha_{L}$ 's are taken to be infinite (see Ref. 3, Section 4.4). Note that the assumption $\alpha_{L}=+\infty$ is compatible with the constraints (3.3) and (3.4).

### 3.3. An Example of Application

In Section 3.1, we have given a method to construct a covering for any given $n$-graph by means of spanning $n$-trees. We illustrate this method of construction by an example, and compute the corresponding canonical bound, and make some comments on our estimation method.

Let us then study the following 2-graph, called $\epsilon 9\left(\mathbf{x}_{12}\right)$ by Kim et al., ${ }^{(16)}$ and which is defined by the equality

$$
\begin{equation*}
\epsilon 9\left(\mathbf{x}_{12}\right)=\int_{\Lambda_{\infty}^{3}} f_{13} f_{14} f_{15} f_{23} f_{24} f_{25} f_{34} f_{35} f_{45} d \mathbf{x}_{3} d \mathbf{x}_{4} d \mathbf{x}_{5} \tag{3.5}
\end{equation*}
$$

Graphically, this is denoted as
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Fig. 4. Illustration of the algorithm of Lemma 3.1, which enables one to construct a covering, for any $n$-graph, by means of spanning $n$-trees. The 2 -graph $\epsilon 9$ [defined by Eq. (3.6)] is first covered by means of the five spanning trees given in (a). Then, each tree of (a) is covered by means of the two spanning 2 -trees of (b) which belong to the same column.

This is the most complicated 2-graph which has been computed, up to now, for realistic radially symmetric interaction potentials. ${ }^{(16)}$ The covering of $\epsilon 9$ obtained by the method of the preceding paragraph is shown in Fig. 4. It yields the following canonical upper bound:

$$
\begin{equation*}
\left|\epsilon 9\left(\mathbf{x}_{12}\right)\right| \leqslant\left(\int|f(\mathbf{x})|^{10 / 3} d \mathbf{x}\right)^{9 / 5}\left(\int|f(\mathbf{x})|^{5 / 2} d \mathbf{x}\right)^{6 / 5} \tag{3.7}
\end{equation*}
$$

For the Gaussian gas, we have $\epsilon 9(r)=50^{-3 / 2} \exp \left(-3 r^{2} / 2\right)=2.83 \times$ $10^{-3} \exp \left(-3 r^{2} / 2\right)$, with $r=\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|$, whereas our upper bound (3.7) is equal to $7.45 \times 10^{-3}$. Therefore, the latter overestimates the maximum of $\epsilon 9(r)$ by a factor 2.63 . This shows that (3.7), although extremely simple, is nevertheless relatively accurate for small values of $r$. [Note that the mean value bound, which is equal ${ }^{(9,3)}$ to $M^{l-k} B^{k}$, with $M=\sup |f(\mathbf{x})|$ and $B=\int|f(\mathbf{x})| d \mathbf{x}$, overestimates $\epsilon 9(r)$ by a factor of 353.]

The situation may not be so favorable for realistic interparticle potentials. Nevertheless, it seems reasonable to hope that the upper bound (3.7) also has a correct order of magnitude for realistic systems, provided the temperature is not too low. ${ }^{(3,17,18)}$

The method of Section 3.1 provides a simple algorithm which, for any given $n$-graph with $k$ field-points, produces a covering made of $n(n+k)$ spanning $n$-trees. However, for a given $n$-graph, there is a large number of different coverings made of $n$-trees, and the former is usually not the simplest one [i.e., there are usually coverings which have a number of $n$-trees smaller than $n(n+k)]$. This can be checked easily in the case of the preceding 2-graph $\epsilon 9\left(x_{12}\right)$. Indeed, we see from Fig. 4 that $\epsilon 9$ can be
covered with only four 2 -trees (the first, the second, the eighth, and the tenth of Fig. 4b) instead of ten. In fact, one can even find a simpler covering, made only of three 2-trees, as indicated in Fig. 5 below. The corresponding canonical bound is equal to

$$
\begin{equation*}
\left|\epsilon 9\left(\mathbf{x}_{12}\right)\right| \leqslant\left[\int|f(\mathbf{x})|^{3} d \mathbf{x}\right]^{2} \tag{3.8}
\end{equation*}
$$

Note that one cannot find a covering simpler than the one of Fig. 5, because $\epsilon 9$ has nine lines, while a spanning 2 -tree of $\epsilon 9$ has three lines.

It will be shown elsewhere ${ }^{(1,19)}$ that the upper bound (3.8) is the best one which can be obtained by our estimation method, if one makes use only of spanning 2 -trees to cover $\epsilon 9$. In the case of the Gaussian gas, (3.8) is equal to $7.13 \times 10^{-3}$. This shows that (3.7) is already a good bound.

The bounds (3.7) and (3.8) are finite for polar systems, because $|f|^{10 / 3}$, $|f|^{5 / 2}$, and $|f|^{3}$ decay at large distances like $r^{-10}, r^{-7.5}$, and $r^{-9}$, respectively. This is not a surprise, because we had already proven in Refs. 2 and 3 that all irreducible $n$-graphs of polar systems are finite. Equations (3.7) and (3.8) are nevertheless interesting, because they are improvements over the bound obtained in Ref. 3, paragraph 4.5.3.

On the contrary, in the case of the one-component three-dimensional plasma (i.e., when the lines are equal to $e^{-r} / r$ ), the bounds (3.7) and (3.8) are infinite, due to the divergence at small $r$ of the integrals. This is not because our estimation method fails to be valid, but because $\epsilon 9(r)$ diverges logarithmically at the origin. As these bounds are constants independent of the coordinates, they must be larger than the maximum of $\epsilon 9(r)$, and thus be infinite. More generally, any bound which would be expressed by means of 1 -graphs ${ }^{(1,22)}$ is necessarily infinite, for the same reason.

For a bound to be useful, it therefore should not be constant. Such a bound can be obtained for example by making use of the covering of $\epsilon 9$ made of the spanning trees of Fig. 4a. One obtains in this way

$$
\begin{equation*}
\left|\epsilon 9\left(\mathbf{x}_{12}\right)\right| \leqslant\left(\int f^{5 / 2} d \mathbf{x}\right)^{2} \cdot\left(\int f_{13}^{5 / 2} f_{32}^{5 / 2} d \mathbf{x}_{3}\right)^{2 / 5} \cdot\left(\int f_{13}^{5 / 3} f_{32}^{5 / 3} d \mathbf{x}_{3}\right)^{3 / 5} \tag{3.9}
\end{equation*}
$$

It can be checked by direct computation of the convolution products that (3.9) is finite everywhere except at the origin, and decays to zero at large distances.



Fig. 5. Covering of the 2-graph $\epsilon 9$ [defined by Eq. (3.6)], by means of three 2-trees.

Upper bounds that decay to zero at large distances will be discussed systematically elsewhere (see also Ref. 1).

### 3.4. The Complete 1-Graphs $K_{m}\left(\mathbf{x}_{1}\right)$

In the preceding section, we have seen on a particular example, how the algorithm of Lemma 3.1 enables us to obtain computable upper bounds. Let us now apply this algorithm to the complete 1 -graphs $K_{m}\left(\mathbf{x}_{1}\right)$. The study of these 1 -graphs is useful to evaluate the relative accuracy of our estimates for arbitrary $n$-graphs. Indeed, as has been suggested in Ref. 3 , one can consider that a given $n$-graph with $k$ field-points is estimated with a relative accuracy lying between the accuracy of the estimates for the cycle $C_{n+k}$ with $n+k$ lines and for the complete 1 -graph $K_{n+k}$.

The complete 1-graph $K_{m}\left(\mathbf{x}_{1}\right)$ has $m$ points and $\frac{1}{2} m(m-1)$ identical lines, and is defined by

$$
\begin{equation*}
K_{m}\left(\mathbf{x}_{1}\right)=\int_{\Lambda_{\infty}^{\ell}} \prod_{i<j} f_{i j} d \mathbf{x}_{2} \cdots d \mathbf{x}_{m} \tag{3.10}
\end{equation*}
$$

As the domain is infinite, $K_{m}\left(\mathbf{x}_{1}\right)$ is a constant (see Ref. 3, Corollary 3.6). So, when no confusion is possible between the graph and the 1-graph, $K_{m}\left(\mathbf{x}_{1}\right)$ will be also written simply $K_{m}$.

As $K_{m}\left(\mathbf{x}_{1}\right)$ is a 1 -graph, we have just to look for a set of spanning trees of $K_{m}$ which cover the latter. The construction of Lemma 3.1 gives, as a covering of $K_{m}$, a set of $m$ spanning trees, each one being made out of the ( $m-1$ ) lines joining one given point to all the others. In the case of $K_{4}$, we find the covering given in Fig. 6.

By this covering of $K_{m}$, we obtain the following canonical upper bound for $K_{m}\left(\mathbf{x}_{1}\right)$ :

$$
\begin{equation*}
K_{m}\left(\mathbf{x}_{1}\right) \leqslant\left[\int|f(x)|^{m / 2} d \mathbf{x}\right]^{m-1}=\overline{T_{m}} \tag{3.11}
\end{equation*}
$$

This is an immediate consequence of the fact that each line appears exactly in two spanning trees.

For the Gaussian gas, we find $\overline{T_{m}}=(m / 2)^{-3(m-1) / 2}$. The exact value is equal to $K_{m}=m^{-3(m-2) / 2}$, because the complexity of $K_{m}$ (i.e., its total


Fig. 6. Covering of the 1-graph $K_{4}$ by means of spanning 1-trees.

Table I. Relative Accuracy of our Bound $\overline{T_{m}}$ and of the Mean Value Bound $T_{m}$ for the Complete 1-Graph $K_{m}$ with $m$ Points, in the Case of the Gaussian Gas. We Give the Value of the Ratios $\overline{T_{m}} / K_{m}$ and $T_{m} / K_{m}$ for Different Values of $m$

| $m$ | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{T_{m}} / K_{m}$ | 1.54 | 2.83 | 5.72 | 12.3 | 27.6 |
| $T_{m} / K_{m}$ | 5.20 | 64 | $1.40 \times 10^{3}$ | $4.67 \times 10^{4}$ | $2.18 \times 10^{6}$ |

number of spanning trees ${ }^{(4)}$ ), is equal ${ }^{(4,11)}$ to $m^{-(m-2)}$. Therefore, the ratio $\overline{T_{m}} / K_{m}$ of our bound to the exact value is asymptotically equal to

$$
\begin{equation*}
\overline{T_{m}} / K_{m} \sim m^{-3 / 2} 2^{3(m-1) / 2} \tag{3.12}
\end{equation*}
$$

for large values of $m$.
It is interesting to compare our bound (3.11) to the mean value bound. The latter is written as

$$
\begin{equation*}
\left|K_{m}\left(\mathbf{x}_{1}\right)\right| \leqslant M^{(m-1)(m-2) / 2}\left[\int|f(\mathbf{x})| d \mathbf{x}\right]^{m-1}=T_{m} \tag{3.13}
\end{equation*}
$$

For the Gaussian gas, the right-hand side of (3.13) is equal to $T_{m}=1$. In Table I above, we have compared $T_{m}$ and $\overline{T_{m}}$ to the exact value of $K_{m}$. This table shows that our bounds are much more accurate than the mean value bounds for the Gaussian gas.

On the contrary, for the hard-sphere gas, both types of bounds are identical, as we have $|f(x)|^{m}=|f(x)|$ for any $x$, in this case. Note, however that the mean value bounds are much more accurate for the hard-sphere gas than for the Gaussian gas. This can be seen by comparing the results of Table I to those of Table II.

Remarks. Equation (3.11) is the best upper bound which can be obtained by means of spanning trees. ${ }^{(1,19)}$

For the particular 1-graphs $K_{m}$, our estimation method, using Lemma 3.1, amounts to writing the identity

$$
\begin{equation*}
\prod_{i<j} f_{i j}=\prod_{i=1}^{m}\left(\prod_{j=1}^{m} f_{i j}^{1 / 2}\right) \tag{3.14}
\end{equation*}
$$

Table II. Common Value of the Ratios $\overline{T_{m}} / K_{m}$ and $T_{m} / K_{m}$ for the Hard-Sphere Gas, and for Different Values of $m$

| $m$ | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{T_{m}} / K_{m}=\left(T_{m} / K_{m}\right)$ | 2.13 | 6.31 | 22.6 | 90.6 | 393 |

and then applying Hölder's inequality with $y_{i}=1 / m$ to the product of the $m$ factors in the right-hand side of (3.14).

In Ref. 3, paragraph 4.3.1, we have obtained for $K_{4}$ the same bound (3.11) which is equal in this case to $\left(\int|f(\mathbf{x})|^{2} d \mathbf{x}\right)^{3}$, by making use of a simpler covering. This shows that different coverings do not necessarily give different canonical upper bounds.

### 3.5. Definition of the Classes of Functions to be Used

We have seen that our estimation method provides, for any $n$-graph, upper bounds which are extremely simple. Indeed, they involve just the computation of integrals of the type $\int\left|f_{L}\right|^{\alpha} d x$. However, to be useful, these bounds have to be finite. Therefore, we are naturally led to look for certain classes of functions, which are sufficiently large to include all the functions which are encountered in practice, and at the same time sufficiently small to ensure that the bounds are finite, provided the $f_{L}$ 's are chosen inside these classes.

### 3.5.1. Analysis of the various functions encountered in equilib-

 rium statistical mechanics. The various functions which can be encountered in most articles dealing with realistic systems have been described in detail in Ref. 3, Section 2.4. For our present purposes, it is convenient to classify these functions into three classes, according to their behavior at short and at long distances.(i) Functions which are bounded everywhere and go to a nonnull constant at large distances. To this class belong the Boltzmann factors $\exp [-\beta \varphi(r)]$, where $\varphi(r)$ is the interparticle potential, and the distribution functions $g(r)$.
(ii) Functions which are asymptotically proportional to $r^{-m}$ at small distances ( $m$ being a fixed number), are bounded everywhere else, and decay exponentially at large distances. To this class belong the DebyeHückel function $b(r)=-\epsilon e^{-r} / r$ and the Abe-Meeron function $B(r)=$ $\exp [b(r)]-1-b(r)$, as also the generalized Debye-Hückel functions $[b(r)]^{a^{L}}$, for $\alpha_{L}$ real positive. ${ }^{(3)}$
(iii) Functions which are bounded everywhere and decay to zero at large distances as a certain power $r^{-m}$ of the interparticle distance or faster (for example exponentially). To this class, belong the Mayer functions of all the usual interparticle potentials, for example the hard-sphere and squarewell potentials (which are identical to zero from a certain distance), the soft-sphere and the Lennard-Jones potentials (which decay like $r^{-m}$, $m>3$ ), as also the interaction potentials of polar systems and of the
primitive model of ionic solutions (which decay, respectively, like $r^{-3}$ and $r^{-1}$ ). To this class belong also some other functions, which may occur in integrands of $n$-graphs, for example finite sums of chains of Mayer functions, as used for example by Salpeter, ${ }^{(23)}$ and two-body correlation functions that occur in integral equations for the distribution function $g(r)$ (see, for example, Ref. 24).

Indeed, the former decay to zero like the potential itself, for any density and temperature, ${ }^{(20)}$ and the latter decay at least as fast as the potential at small activities. ${ }^{(25)}$ Finally, to this class belong also the functions which occur in the theory of liquids, ${ }^{4}$ provided the interparticle potential is split into the sum of two terms $\varphi_{0}$ and $\varphi_{1}$ in a suitable way, as explained in Ref. 3, Section 2.4.3. In that case, the long-range part $\varphi_{1}$ is bounded everywhere and decays to zero at large distances like $r^{-m}$, so that the lines $\left(-\beta \varphi_{1}\right)^{p}$, which arise when expanding the function $\exp \left(-\beta \varphi_{1}\right)$ in powers of $\varphi_{1}$, can be considered (i.e., have the same overall shape) as Mayer functions of neutral systems, and belong to class (ii). In particular, the splitting of the Lennard-Jones potential introduced by Weeks et al., ${ }^{(27)}$ and which has proved very important for the applications, is of the preceding type.
3.5.2. The Classes of Functions $D_{p}$ and $D^{p}$. To ensure that all functions are integrable, we require them to be continuous (except perhaps at a finite number of points). This reasonable hypothesis is satisfied by most of the functions of the preceding section (except perhaps by correlation or distribution functions, since this has not been proven rigorously).

In the preceding section, we have classified in three disjoint sets the functions which can be encountered in practice, in statistical mechanics, so that the functions in each set share a common property, when one takes their norm ${ }^{(28)}\|f\|_{\alpha}=\left(\int|f|^{\alpha} d x\right)^{1 / \alpha}$. With this we can make the following three statements:
Each function $f$ of class (i) satisfies the property
(P1): $\|f\|_{\alpha}$ is finite if and only if $\alpha=+\infty$. (We recall that $\|f\|_{\infty}$ $=\sup |f|)$.

Each function $f$ of class (ii) satisfies the property
(P2): There exists a real positive number $p=d / m$ uniquely defined by $f$ such that $\|f\|_{\alpha}$ is finite provided $\alpha<p$, and infinite otherwise.

[^3]Each function $f$ of class (iii) satisfies the property
(P3): There exists a real positive number $p=d / m$ uniquely defined by $f$ such that $\|f\|_{\alpha}$ is finite provided $\alpha>p$, and infinite otherwise.

Let us prove the last statement. (The other two can be proven in a quite analogous way).

If $f(r)$ is a function class (iii) that decays as $r^{-m}$ at large distances, it satisfies, by definition, the inequalities

$$
\begin{array}{ll}
|f(r)|<B & \forall r \\
|f(r)|<A r^{-m} & \forall r>R \tag{3.15b}
\end{array}
$$

for some positive constants $A, B$, and $R$. Therefore, $\|f\|_{\alpha}$ is clearly finite for any $\alpha$ larger than $p=d / m$, where $d$ is the space dimensionality. Also, $\|f\|_{\alpha}=\infty$ for $\alpha=d / m$ [since $f(r) \cdot r^{m} \rightarrow$ nonzero constant, as $r \rightarrow \infty$ ]. Furthermore, by applying the Cauchy-Schwarz inequality to the identity $|f|^{p}=|f|^{(p / 2)-k}|f|^{(p / 2)+k}$ for any $k$ real positive, we find $\|f\|_{p}^{2} \leqslant$ $\|f\|_{p-2 k}\|f\|_{p+2 k}$. This shows that $\|f\|_{p-2 k}$ is infinite for any $k>0$, because $\|f\|_{p}$ is, whereas $\|f\|_{p+2 k}$ is finite.

The classes of functions which have properties ( P 2 ) or ( P 3 ) will be called, respectively, $D_{p}$ and $D^{p}$. The class of functions which have property (P1) will be called $D^{\infty}$. (This notation is coherent with the definition of $D^{p}$, for $p$ finite.)

With these definitions, we see that the Debye-Hückel function $b(r)$ and the Abe-Meeron function $B(r)$ both belong to $D_{3}$, while the Coulomb function $C(r)=\exp (-L / r)-1$ belongs to $D^{3}$. The Mayer functions belong to $D^{1}$ for a polar system, and to $D^{1 / 2}$ for a Lennard-Jones system. More generally, the Mayer functions of neutral systems ${ }^{(3)}$ (i.e., systems whose interparticle potential is bounded below and decay at large distances at least as fast as $r^{-m}, m>d$, for a $d$-dimensional system) belong to $D^{p}$ with $p=d / m<1$.

### 3.6. Sufficient Condition for an $n$-Graph to be Finite

For the upper bound (3.1) to be finite, it is necessary and sufficient that each factor $\int\left|f_{L}\right|^{z_{i L} y_{i}^{-1}} d \mathbf{x}$ be finite. With the preceding definitions this can be stated in the following form:

Theorem 3.5. Let us assume that, for each $L$, the line $f_{L}$ of the $n$-graph $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ belongs to the class $D^{p_{L}}$ (or $\left.D_{p_{L}}\right)$. A necessary and sufficient condition for the upper bound (3.1) to be finite is that the $z_{i L}$ and
$y_{i}$ satisfy the inequalities

$$
\begin{array}{ll}
z_{i L}-p_{L} y_{i}>0 & \text { if } \quad f_{L} \in D^{p_{L} s} \text { and } \\
z_{i L}-p_{L} y_{i}<0 & \text { if } f_{L} \in D_{p_{L}} \quad \text { and }  \tag{3.16b}\\
L \in T_{i}
\end{array}
$$

As a consequence, a sufficient condition for $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ to be finite is that there exists a set of real nonnegative numbers $z_{i L}$ and $y_{i}$ which satisfy simultaneously the system of inequalities (2.5), (2.6), and (3.16).

The main point about these inequalities is that they are linear in the variables $z_{i L}$ and $y_{i}$. Therefore, to know whether there exists a finite bound, we have to solve a linear programming problem. ${ }^{(15)}$ Such a problem is known to be solvable in a finite number of steps by means of the simplex algorithm. ${ }^{(15)}$

It is important to note that the preceding linear program enables us to realize explicitly the objective of our estimation method, as described in Ref. 3, which is to obtain information on the numerical value of an arbitrary $n$-graph $\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)$ simply by making use of some global information on the topological structure of $\Gamma$ and on the shape of the functions $f_{L}$. Indeed, the topological structure of $\Gamma$ is incorporated into the linear program through the linear system $\sum z_{i L}=1$, since it is determined by the incidence matrix of $\Gamma$ with all its spanning $n$-trees, and the shape of the $f_{L}$ 's is incorporated through the constraints (3.16).

As there are known algorithms to construct all the spanning trees of $\Gamma$ (and thus all the spanning $n$-trees of $\Gamma$, by Lemma 3.1), we have now at our disposal an algorithm that solves formally the problem of finding finite bounds of type (3.1), for any $n$-graph (in particular, the $f_{L}$ 's can be all different). But, if we want to construct practically a finite bound for a given $n$-graph, there are usually other ways much simpler than using the general algorithm. Indeed, the preceding linear program involves $C(l+1)$ variables, where $C$ is the total number of spanning $n$-trees of $\Gamma$, and this number may be very large. For example, for the 2 -graph $\epsilon 9\left(\mathrm{x}_{12}\right)$, we would have 500 variables. Of course, if the $f_{L}$ 's (or, more precisely, the $p_{L}$ 's) are all different, as can occur in quantum chemistry, it may happen that we have no other choice than trying to solve the complete linear programming problem. But if the $n$-graph is not too complicated, for example if the $f_{L}$ 's are all identical or equal to a few simple powers of the same function, as occurs in statistical mechanics, it is usually much simpler, in practice, to try to satisfy conditions (3.16) with some suitably chosen $z_{i L}$ and $y_{i}$ associated to some simple coverings, rather than solving the complete linear programming problem. Furthermore, if we restrict ourselves to making use of canonical bounds, we then only have to find a covering which satisfies the
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Fig. 7. (a) Graphical representation of the 2 -graph defined by Eq. (3.18). (b) Covering of this 2 -graph by means of spanning 2 -trees.
very simple conditions

$$
\begin{equation*}
X_{L}<c p_{L}^{-1} \quad \forall L \tag{3.17}
\end{equation*}
$$

where $X_{L}$ denotes, as usual, the number of spanning $n$-trees of the covering which contain the line $L$.

Let us illustrate this with the following example:

$$
\begin{equation*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \Lambda\right)=\int_{\Lambda^{2}} C_{13} C_{14}^{2} C_{34}^{2} C_{32}^{2} C_{42} d \mathbf{r}_{3} d \mathbf{r}_{4} \tag{3.18}
\end{equation*}
$$

where $C_{i j}=C\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right)$, and $C(r)=\exp (-L / r)-1$ is the Coulomb line. This 2 -graph has been represented in Fig. 7a above. Note that each of its lines is nonintegrable in an infinite volume, because $C(r)$ decays like $r^{-1}$ at large distances, and so it is not obvious whether $\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \Lambda\right)$ is finite or not. In particular, the mean value bounds are infinite. However, we are going to show that this 2 -graph is actually finite. To this end, let us consider the covering given in Fig. 7b. We have $c=4$, and $X_{14}=X_{34}=X_{42}=2, X_{13}$ $=X_{42}=1$. Furthermore, as $C(r) \in D^{3}$ and $C^{2}(r) \in D^{3 / 2}$, we have also $p_{14}=p_{34}=p_{42}=\frac{3}{2}$ and $p_{13}=p_{42}=3$. Therefore, we see that the condition $X_{L}<c p_{L}^{-1}$ is satisfied for any $L$, and so there exist finite upper bounds for $\Gamma\left(\mathbf{r}_{12} ; \Lambda\right)$. The covering of Fig. 7 b gives

$$
\begin{equation*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \Lambda\right) \leqslant\left[\int C^{4}(r) d \mathbf{r}\right]^{2} \tag{3.19}
\end{equation*}
$$

This upper bound can be computed analytically (see Appendix), and is equal to $\left[4 \pi L^{3} \cdot \frac{2}{3}(44 \ln 2-27 \ln 3)\right]^{2}$. We find

$$
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \Lambda\right) \leqslant 0.31058\left(4 \pi L^{3}\right)^{2}
$$

Finally, one can make the following remarks about canonical bounds of neutral, polar, and ionized systems:

For an $n$-graph of a neutral system (i.e., an $n$-graph whose lines are bounded and decay like $r^{-m}$, with $m>d$ ), all the canonical bounds [and in particular those of type (3.2)] are finite. Indeed, we have $p_{L}<1$ for any $L$, in this case. Therefore, from inequality (2.7), the conditions (3.17) are automatically satisfied. This shows a posteriori the usefulness of canonical bounds. On the contrary, there are bounds of type (3.1) which are infinite, because it is always possible to choose a pair of numbers $z_{i L}$ and $y_{i}$ so that (3.16) is not satisfied.

For an $n$-graph of polar system (i.e., an $n$-graph whose lines are bounded and decay like $r^{-d}$ ), it is always possible to find a bound of type (3.2) which is finite, provided the $n$-graph is irreducible. ${ }^{5}$ This can be seen by applying (3.2) to the right-hand side of the inequality [see Ref. 3, Eq. (4.44)]

$$
\begin{equation*}
\left|\Gamma\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} ; \Lambda\right)\right| \leqslant \prod_{i=1}^{l}\left(\int \prod_{L \in \mathbb{E} \gamma_{i}}\left|f_{L}\right|^{l /(l-1)} d \mathbf{x}_{n+1} \cdots d \mathbf{x}_{n+k}\right)^{1 / l} \tag{3.20}
\end{equation*}
$$

Here, the $\gamma_{i}$ 's are obtained from $\Gamma$ by deleting one of its lines. Note that the bound obtained in this way is an improvement over the one given in Ref. 3, Eq. (4.48), because the latter was obtained by applying the mean value estimation method to the right-hand side of (3.20).

For an $n$-graph of polar system or of ionic solution (i.e., an $n$-graph whose lines decay like $r^{-d}$ or less rapidly), canonical bounds may be infinite even if the $n$-graph itself is finite. To illustrate this point, let us consider once again the 2 -graph $\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \Lambda\right)$ defined by Eq. (3.18). The first three 2 -trees of Fig. 7 b make a covering of this 2 -graph. But, with this covering, condition (3.17) is not satisfied because we have $c X_{13}=3$, while $p_{13}$ is also equal to 3 . This covering would give the canonical bound $\left[\int C^{3}(r) d \mathbf{r}\right]^{4 / 3}\left[\int C^{6}(r) d \mathbf{r}\right]^{2 / 3}$, which diverges logarithmically because of the first factor.

To be allowed to apply the theorems of simplification of $n$-graphs (see Ref. 3, Section 3.1) to a given $n$-graph, it is necessary to first prove that its integrand is absolutely integrable. For neutral systems the mean value estimation method ${ }^{(9,8,25)}$ enables one to answer this question, but not for polar and ionized systems. The results of this section enable one to answer this question partly, for the latter systems. Note that, in practice, the theorems of simplification of $n$-graphs into products of irreducible compo-

[^4]nents have always been assumed to be applicable ${ }^{6}$ to these systems although this is questionable, especially for ionized systems in the framework of the Abe-Meeron theory, ${ }^{(30)}$ where infinite $n$-graphs occur. ${ }^{(21,31)}$

## ACKNOWLEDGMENTS

The author wishes to thank Professors J. Groeneveld and M. S. Wertheim for making very useful comments and suggesting many improvements on the manuscript, and Professor J. Chapelle for constant support and encouragements during this work.

## APPENDIX A

In this Appendix, we compute the integrals $I_{n}=\int|C(r)|^{n} d r$, where $C(r)=1-\exp (-L / r)$ is the Coulomb line and $n$ is an integer larger than 3. These integrals are useful to compute upper bounds for arbitrary $n$-graphs with Coulomb lines.

We have

$$
\begin{equation*}
I_{n}=\int|C(r)|^{n} d \mathbf{r}=4 \pi \int_{0}^{\infty}\left(1-e^{-L / r}\right)^{n} r^{2} d r \tag{A.1}
\end{equation*}
$$

With the change of variables $L / r=t$, we find

$$
\begin{equation*}
I_{n}=4 \pi L^{3} \int_{0}^{\infty}\left(1-e^{-t}\right)^{n} \frac{d t}{t^{4}} \tag{A.2}
\end{equation*}
$$

To compute this integral, it is convenient to reduce the negative power $t^{-4}$, by partial integration, to $t^{-2}$. We obtain

$$
\begin{equation*}
I_{n}=4 \pi L^{3} \cdot \frac{1}{6} n\left[n J_{n}-(2 n-1) J_{n-1}+(n-1) J_{n-2}\right] \tag{A.3}
\end{equation*}
$$

where $J_{n}$ is the known integral ${ }^{7}$

$$
\begin{align*}
J_{n} & =\int_{0}^{\infty}\left(1-e^{-t}\right)^{n} d t / t^{2} \\
& =\sum_{k=2}^{n}(-1)^{k} k\binom{n}{k} \ln k \tag{A.4}
\end{align*}
$$

[^5]Table III. Value of the Integral $I_{n}=\int|C(r)|^{n} d \mathbf{r}$, for Various Values of $n . C(r)$ Denotes the Coulomb Line, I.e., $C(r)=\exp (-L / r)-1 . I_{n}$ Has Been Computed Numerically for $n$ Noninteger

| $n$ | 3 | 3.5 | 4 | 4.5 | 5 | 5.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I_{n} / 4 \pi L^{3}$ | $\infty$ | 1.40169 | 0.557296 | 0.316070 | 0.210152 | 0.153170 |
| $n$ |  | 6 | 6.5 | 7 | 7.5 | 8 |
| $I_{n} / 4 \pi L^{3}$ | 0.118537 | 0.0956848 | 0.0796831 | 0.0679633 | 0.0590715 |  |
| $n$ | 8.5 | 9 | 9.5 | 10 | $\infty$ |  |
| $I_{n} / 4 \pi L^{3}$ | 0.0521314 | 0.0465868 | 0.0420701 | 0.0383292 | 0 |  |

with $\binom{n}{k}=(k!)^{-1} n(n-1) \cdots(n-k+1)$. By combining (A.4) and (A.3), we obtain

$$
\begin{array}{lrrr}
I_{4} / 4 \pi L^{3}=\frac{2}{3}(r & - & 27 \ln 3+ & 44 \ln 2) \\
I_{5} / 4 \pi L^{3}=\frac{5}{6}( & - & 25 \ln 5- & 54 \ln 3+ \\
I_{6} / 4 \pi L^{3}= & -125 \ln 5- & 54 \ln 3+ & 376 \ln 2 \\
I_{7} / 4 \pi L^{3}=\frac{7}{6}( & -49 \ln 7-375 \ln 5+ & 81 \ln 3+ & 880 \ln 2) \\
I_{8} / 4 \pi L^{3}=\frac{4}{3}(-343 \ln 7-875 \ln 5+567 \ln 3+ & 2096 \ln 2) \\
I_{9} / 4 \pi L^{3}=\frac{3}{2}(-1372 \ln 7-1750 \ln 5+1602 \ln 3+5376 \ln 2) \\
I_{10} / 4 \pi L^{3}=\frac{5}{3}(-4116 \ln 7-3050 \ln 5+2754 \ln 3+14272 \ln 2)
\end{array}
$$
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[^0]:    ${ }^{1}$ Centre de Recherches sur la Physique des Hautes Températures, CNRS, 1D, Avenue de la Recherche Scientifique, 45045 Orleans-Cédex, France.

[^1]:    ${ }^{2}$ When no confusion is possible between an $n$-graph, i.e., a multiple integral of type (2.1), and its representative $n$-rooted graph, the latter will also be called an $n$-graph. If some confusion is possible, we speak of "the $n$-graph $\Gamma\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n} ; \Lambda\right)$ " and "the $n$-graph $\Gamma$," to distinguish the two notions.

[^2]:    ${ }^{3}$ For a precise definition of these systems, see, for example, Ref. 10.

[^3]:    ${ }^{4}$ See, for example, Ref. 26 and references therein.

[^4]:    ${ }^{5}$ An $n$-graph is irreducible if any field-point lies on a chain of field-points linking two root-points. (If $n=1$, the root-point is taken to be the initial and the final point of the chain.)

[^5]:    ${ }^{6}$ See Ref. 29a; for polar systems the problem of the factorization of $n$-graphs into a product of irreducible components has been investigated in Ref. 29b. However, these authors do not solve this problem completely because they do not study the absolute convergence of the irreducible components. See also Ref. 30.
    ${ }^{7}$ See Ref. 32, Formula 3.411.20. In this formula and in the preceding one (3.411.19), the combinatorial factor $\binom{n}{k}$ is defined to be equal to $n(n-1) \cdots(n-k+1)$. We have checked these formulas, and it turns out that $\binom{n}{k}$ is in fact the usual combinatorial factor $(k!)^{-1} n$. $(n-1) \cdots(n-k+1)$. Indeed it arises from the expansion of $\left(1-e^{-t}\right)^{n}$ by means of the binomial formula.

